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AN EMPIRICALLY DEVELOPED FOURIER SERIES MODEL 
FOR DESCRIBING SOFTWARE FAILURES 

1.  INTRODUCTION 

During the development program for complex computer software, it 

is typical for the software to be subjected to a series of test phases 

to uncover existing problem areas.  Because of various physical con- 

straints on the development program, it is common for the software con- 

figuration to be held fixed during a test phase and for modifications to 

be incorporated as a group at the end of each phase. Upon the occurrence 

of a failure during test, the computer system would be re-initialized and 

then allowed to continue operation. The investigation reported here was 

undertaken for the purpose of analyzing the stochastic behavior of com- 

puter software failures between modifications of the software configuration. 

Much of the published literature on software reliability modelling 

does not seriously address this issue. It makes the convenient assump- 

tion that in any time interval between program fixes, the times between 

program failures are independently  and identically exponentially distributed. 

For instance, Jelinski and Moranda (1972), Shooman (1972), Littlewood and 

Verrall (1973), Forman and Singpurwalla (1977), and Langberg and Singpurwalla 

(1982), all make this assumption. Whereas the assumption may be reasonable 

under certain circumstances, especially those in which a fix is made e^ery 

time the program fails, there do exist situations for which it may not be 

appropriate. To support our claim, we refer the reader to a classic paper 

by Lewis (1964) in which it is maintained that often hardware and software 

failures occur in bunches, or clusters. 



For hardware failures, the clustering phenomenon may be attributed to imper- 

fect repair [Brown and Proschan (1982)], or to minimal repair [Balaban and 

Singpurwalla (1982)].  In the case of software failures, the clustering may 

be caused by variations in the operating environment [cf. Gaver (1963)]. 

For instance, the nature of demands made on the software changes over time 

with a tendency for similar types of demands occurring close to each other 

-- this may result in a succession of failures. 

In this paper we first make a case for the point of view that the inde- 

pendence assumption may not always be true, and that software failures be- 

tween program fixes can occur as a series of clusters. This implies that 

a distribution, such as the exponential, cannot be used, in general, as a 

model for software reliability. It is noted also that in the presence of 

clustering, the often used hardware concept of mean time between failure 

(MTBF) to characterize software reliability may not be appropriate. Given 

this situation, we would like to suggest the Fourier series model as a pos- 

sible tool for analyzing clustered software data. For a particular set of 

data, the Fourier series model, and its corresponding spectrogram, may be 

used to describe the degree of the clustering phenomenon. Our attitude 

regarding this model is to emphasize "data analysis," rather than "statistical 

inference." In addition, we remark that if the Fourier series model provides 

a good fit to the observed data, and if we expect the pattern to continue, 

then it may also be a vehicle for providing insight into future times to 

failure. This is illustrated by example in Section 5. 



In order to achieve the above objectives we undertake the following: 

1. Display several sets of real life data on the times between failures 

of a software system, collected under carefully controlled conditions, 

which clearly reveal clustering. 

2. Recommend using the "spectrogram," a device routinely used in time 

series analysis, for determining if there is clustering, and if so, 

whether the clustering is systematic (periodic) or not. 

3. Demonstrate how the spectrogram can also be used to empirically develop 

a Fourier series model which can capture the essential features of the 

failure behavior, and which may be used for predicting the future times 

to failure. 

By way of a conclusion, we state that new software reliability models which 

are capable of incorporating the effect of clustering need to be developed. 

Once this is done, more formal procedures of statistical inference can be 

embarked upon. 

2. ON CLUSTERING OF SOFTWARE FAILURES 

Basically, there are two types of computer systems. The first type is one in 

which the operational environment does not influence the performance of the soft- 

ware.  This means that if a request is made of the software at time t, it will 

give a certain response, and if the same request is made at a later time t + s, 

it will give the same response. The operational environment of the system does 

not impact on the response given by the software. The second type of computer 

system is one in which the operational environment does influence the perfor- 



mance of the software.  If a request is made from this type of system 

at time  t and the same request is made at time t + s , the software 

system may give different responses due to the influence of the opera- 

tional environment between times  t  and  t + s . 

We call the first type of computer system deterministic state 

and the second type stochastic state.  The state of the computer at time 

t is the computer memory together with the logic step of the program at 

time t .  This completely characterizes the computer system at time t . 

For a deterministic state computer system, the state of the computer at 

the time of a request does not depend on the physical environment in 

which the system operates.  The state of the computer for a stochastic 

state system does depend on the physical environment in which the system 

operates. 

In this paper we are interested in the behavior of failures for 

complex stochastic state computer systems.  For these systems the state 

of the computer at times t and t + s will generally be similar for 

small s .  In addition, the environment which generates the requests 

will typically be similar over this time period.  Now, a computer failure 

is caused by the inability of the software to perform a particular-request 

in its current state.  Consequently, if a computer failure occurs at time 

t  there would tend to be an increased chance that another failure will 

occur in the near term.  One may conclude, therefore, that failures for 

stochastic state computer systems will tend to occur in clusters in an 

operational environment. 

10 



3. DESCRIPTION OF THE DATA ANALYZED 

In the next section we analyze software failure data generated by 

two complex military, stochastic state, computer systems. We refer to 

these as System A and System B.  The two data sets for System A were ob- 

tained from two copies of this system operated during the same time period 

under similar operational environments.  The data set from System B rep- 

resents software failures which occurred on one copy of this system. 

Both of these systems were tested under controlled operational 

conditions.  For these systems there are two types of software problems 

that may occur.  The first type is a software error which degrades the 

operation of the system.  This includes, for example, incidents in which 

all processing by the system is ceased and incidents in which processing 

appears to be continuing but the operator is unable to enter anything. 

It would also include incidents, due to the software, in which the system 

fails to carry out a task, such as transmit a message.  These problems 

are generally obvious.  The other type includes incidents of software 

error which yield incorrect results without inhibiting the system opera- 

tion.  These are more difficult to detect. 

The incidents recorded and analyzed for Systems A and B were of 

the first type.  The times of occurrence of these anomalies were observed 

and are given in Tables 1, 2, and 3, and shown in Figures A.l, A.2, and 

A.3 of the Appendix. 

4. AN OUTLINE OF THE METHOD OF ANALYSIS 

In a simple way, clustering can be defined as a grouping of similar 

objects.  Since we are dealing with software failures, we say that 

U 



software failures occur in clusters, if failures have a tendency to 

occur in groups.  One way to describe a grouping is to observe if the 

times between successive failures are short for a certain number of 

failures and long for the remaining ones. 

Clustering can be either systematic, approximately systematic, 

or neither, depending on the environment which induces failures.  Let 

T , T„, ..., T  denote the successive times of software failures 1  /       n 

between any two program fixes; note that  T, < T„ < ... < T ., .  By 
1 = z =    = n+1 

plotting T , T2, ..., T.I  on a time axis, we can observe if there is 

any form of clustering; this is one of the most elementary tests of 

clustering.  However, the existence of a pattern in clustering is not 

always easy to establish.  For this, we use some of the techniques of 

time series analysis.  A time series is a sequence of observations which 

are indexed by time.  The key feature of time series analysis which 

distinguishes it from other statistical analysis is a recognition of 

the fact that the observations in a time series arrive according to some 

order.  If we let  t^ = T^_^^ - T^ , i = 1,2,...,n , then the sequence of 

times between software failures  {t.}  indexed by i = l,2,..,,n is a 

time series.  If the  t.'s  are short for a group of successive failures, 

and long for the remaining ones, then this is an indication of cluster- 

ing.  The question that we need to address now pertains to whether this 

repetition of short and long inter-failure times is systematic or not. 

That is, we need to investigate if there exists an embedded period  in 

the process generating the clusters.  One way of answering this question 

is to find out if there is an underlying "cyclical trend" [see Anderson 

and Singpurwaila (1980) — henceforth (AS)]. 

12 



4.1 Cyclical Trends 

A trend is defined as a broad movement in a time series.  In many 

series, the trend f(i) , a function of the index i , repeats itself 

after a certain time interval called the period.  When this happens, 

the trend is called a cyclical trend. 

For our analysis of  {t.} , i = 1,...,n , the times between 

software failures, we shall assume that 

t^ = f(i) + e^ .     i = 1,...,n , 

where e.  is a disturbance terra assumed to have mean 0 and constant 

variance. 

To capture the cyclical pattern in f(i) , if any,   it is conve- 

nient to express  f(i)  as a linear combination of sine and cosine terms, 

This is known as a Fourier series representation of  f(i) .  The trigo- 

nometric functions  sinAy and  cosineAy  being periodic, with period 

2Tr/X , are convenient for describing the cyclical behavior of  f(i) . 

The reciprocal of the period is called the frequency; it denotes the 

number of periods in a unit interval. 

In order to obtain a Fourier series representation of f(i) , 

assume that n  is odd, and let  q = (n-l)/2 .  Then, for k. = j , 

j = l,2,...,q , we may write [see (AS)] 

q 
;(i) = o.^+    I    la(k.) cos — k.i + B(k.) 

0  j=l L  3     n  3      J 
.  2TT , . 

sin — k.i 
n  J 

where the coefficients a_ ,  a(k.)  and  3(k.)  are obtained using the 

principle of least squares as: 

13 



1=1 

a(k.) = — y t. cos — k.i , and 
1=1 •' 

^ n        „ 
3(k.) = — y  t. sin — k.i ,     j = 1,2,...,q . 

1=1 -^ 

A plot of  p (k.) = a (k.) + 3 (k.) , versus the frequency 

k./n , for j = 1,2,..,,q , is called a spectrogram of the series  {t.} , 

The quantity p(k.)  is a measure of how closely the trigonometric func- 

tion with frequency k./n  fits the observed series.  Note that if a 

series of length n has a period  $ , then the value  p(k.)  corre- 

sponding to  k, = n/()) will tend to be the largest  among all other 

p(k.) .  Thus the spectrogram can be used to discover hidden periods in 

a time series by identifying the frequencies k./n associated with 

values of  p(k.)  which are visibly larger than the others.  For even 

values of  n , the procedure for obtaining the spectrogram is exactly 

the same as above, except that now q is n/2 , and cos —^ i and 
n 

sin —-»■ i  simplify to  (-1)   and 0, respectively; the coefficient 

a(q)  simplifies to — I,   ,   (-1)  t. . 
n ^i=l       1 . 

In order to see if the series has a single dominant period, and 

if so, to specify its value, or to see if the series has multiple 

periods or is even aperiodic, a more detailed examination of the spec- 

trogram is necessary.  Furthermore, the spectrogram can also be used to 

obtain a parsimonious model which adequately describes the time series. 

These and other matters are discussed in the next two sections. 

14 



4.2 Interpreting the Spectrogram 

Suppose that the spectrogram of the time series  {t.} , i = l,...,n , 

2 
reveals relatively large values of p (k.)  at k. = i , for i e I , 

and  I c {1,2,...,q} ; "c" denotes a subset.  Let  £ be the largest 

element of the set I , so that nil    is the smallest among the n/i 

values.  Note that if n is even, njI    can be no smaller than 2.  Now, 

if the n/i values are multiples of nil  , then we are motivated to 

conclude that the series is peviodic  with a minimum period    nil   .     If 

some of the n/i values are multiples of nil   , and the remaining n/i 

values are multiples of another constant, then we are inclined to state 

that the series has multiple periods.     In practice, of course, the 

values  n/i will rarely be exact multiples of nil   , but may be approx- 

imately so; in such cases, our specification of the minimum period nil 

is an approximation. 

In the case of software failure data, the identification of a 

minimum period nil    implies that there is a clustering of the failures, 

and that the clusters occur systematically after every nil    observa- 

tions.  If the n/i values are approximate multiples of nil   , then 

we say that the clusters tend to occur systematically by repeating 

themselves after about n/£ observations.  If no multiplicative pattern 

can be discerned between nil    and the other n/i values, then the 

clustering process is not systematic, and our parsimonious model for 

describing software failures (see Section 4.3) cannot be used to predict 

future failures.  It is only useful as a descriptive tool for explaining 

the observed failures. 

15 



In a practical sense, the times between failures which are n/Ji observa- 

tions apart represent a measure of the time to clustering. Hence, in practice, 

the average of these time intervals may be indicative of a "mean time to cluster- 

ing" which is a useful parameter describing the failure process. As a final 

comment, if the set I is indeed equal to the set {l,2,...,q} , that is, if 

p''(k-) is equally large at all the q frequencies kj/n,  we conclude that 

there is no sign of clustering  in the data, and if the {t^l's are unoorrelated, 

then the assumption of independence mentioned before may be appropriate. 

4.3 A Parsimonious Model for Software Failures 

We have stated before that the spectrogram can also be used for developing 

a parsimonious model which describes the underlying time series. To see how, we 

first remark that our Fourier series representation of the trend f(i) consists 

of n terms, with coefficients o'(kj), 3(kj), and a„, kj = l,...,q; q =■'1^ , if 

n is odd, and q = H if n is even. It is possible, and often very likely, that 

all the n terms mentioned above may not be necessary. From our description of 

the spectrogram, it should be clear which of the n terms are dominant and which 

are not. Clearly, those values of oi(kj) and 3{kj) for which P^(kj) is large 

play a dominant role in explaining our data, and these dLve  the ones that should 

be used in the Fourier series model; the others can be eliminated. In the 

notation of Section 3.2, we have identified kj = j, j e I, as being such that 

p(kj) is large. Thus, our resulting parsimonious model for the times between 

software failures would be 

f(i) = a^ +   1 a(k.) cos 2Tr k.i + g(k.) sin 27r k.1   . 
"  kj=i.-|,el L  ^    T ^     ^    "T -^ J 

In  practice,  we would hope  that  the number of elements of    I  is much 

smaller than Ilri.      (or^  ).    Furthermore,  a model   of the form 

16 



given above is easier to Justify in the context of software failures, if 

we have identified a minimvim period u/l   , since now we are saying that 

the clustering is systematic and so it can he reasonably well predicted. 

An important part of the analysis is to plot the estimated Fourier 

series f(i) against the observed data t. to determine visually how well 

the model fits the data.  In addition, statistical tests can often be 

employed to test hypotheses regarding the terms to be included in the 

fitted model.  For example, under certain general assumptions a Chi- 

Squared statistic can be used to test the null hypothesis that a cyclical 

term with minimvmi period n/k, exists, for j specified.  Also, an F-statistic 

can be used to test whether any cyclical trends at all are evident in the 

data.  For a discussion of these tests see Anderson (l97l) p. 101 and 

(AS) p. 90. 

5. APPLICATION TO SOFTWARE FAILURE DATA 

The methodology described in Section 3 will now be applied to the 

software failure data discussed in Section 3.  Recall that there are three 

sets,of data, the first and second sets pertaining to the same system run 

under two different environments.  The data are obtained In terms of times 

to software failures T^ < T^ < ... < T ^ .  For our analysis, we consider 
1=2=    = n+1 '' 

the times between failures t. = T..^ - T. , and consider the time series 
1   1+1   1 

generated by the sequence {t.} , i = 1,...,n .  A plot of the three time 

series under consideration is given by the faint lines of Figures 5-1, 

5.2, and 5.5- 

5.1 Analysis of the First Set of Data 

The first set of data consists of TT software failures, and 

so our time series will consist, of T6 times between failures.  An examina- 

tion of Figure 5.1 reveals several regularly occurring peaked values in 

the series; this suggests some periodicities (clusters) in the data. 

This is also suggested by Figure A.l.  In Figiore 5.3, we show a spectro- 

gram of this series for the range of frequencies =v- , TJT  » • .. ' TTT ~ .5 . 

If these data had a period of 3, then this period and its harmonics at 
o 

6, 9, 12, 15, ..., would imply that the values of p (k ) at, or in the 
o 

17 



.   .   .^       c  ^^     . . 25 13  8  6  5  4      2 ' vicinity of the frequencies j^,  j^,  —, —,  jy,  —, and jr ,  would tend 

2 
to be large.  In Figure 5.3 we observe that large values of  p (k.) 

occur at the frequencies ^, ^. ^. ^. ^, |i. ||, ||, |^, |f. and 

35   Of eK c  f      •     2  6  8  13 22 26 27   . 28     ,, j^  .     Of these frequencies, J^, j^, j^, j^,  y^, J^,  J^,   and y^ . would 

be close in terms of approximating a period of 3.  These frequencies are 

flagged by a diamond on Figure 5.3.  If these flagged frequencies are 

the only ones that are used in a Fourier series model for the trend 

f(i) , then our model for describing the times between software failures 

turns out to be: 

f (i)     =    4.3954 + 1.7969 cosC27r ^ 0 - 0.0242  sinC27r ^ i] 

+ 1.3201 COSC2TT -^ 0  - 0.8049  sinC2TT ^ i} 

+ 0.6163 cosC2iT ^ 0  - 1.7054  sinC2Tr ~ ±) 

- 0.8120 cosC2Tr yf i) - 1.2849 sinC2TT ~ ±) 

+ 0.7595 cosC27T y| i] + 1.4534 sinC2TT || i] 

- 1.0774  cosr2TT II i] + 1.1533  sinr2TT ^ ±) 
/D 76 

+ 1.1037  cosC2TT Hi]- 1.6733  sinC2TT ~ i} 

- 1.5472  COSC2TT || 0  - 0.4100 sinC2TT || i} 

+ 0.0386(-l)^ ,     for i = 1,2, . . .,76 . 

A plot of  f(i)  versus  i , for  i = 1,2,...,76 , is shown by 

the dark lines of Figure 5.1.  This plot indicates that the above model 

provides an adequate description of the failure data. 

18 



Based on this informal analysis, we are tempted to claim that the failures 

in Data Set 1 occur in clusters, and that the clustering process is approximately 

systematic with a period of 3.  Furthermore, the frequencies corresponding to the 

period 3 and its harmonics give us a Fourier series model which provides us with 

a reasonable description of the data.. It is important to note that the presence 

of clustering means that the exponential distribution model and a corresponding 

MTBF is not appropriate for describing the software reliability for this system. 

Additionally, the period of 3 from the fitted model is indicative of the degree 

of clustering of the failixres. 

Because of the possible systematic nature of clustering, the above model 

could be used to give us some insight about future failures.  The function f(i) 

is an estimate of the mean value f\anction f(i) based on the observed data.  If 

we assume that the estimated Fourier series pattern continues past these obser- 

vations, then f(i), i = TT,.-., is a projection of the mean value function for 

future observations.  For example, the estimated mean value for the next failure 

is f(TT) = 9.8.  Also, a minimum period of 3 implies that it is likely for cluster- 

ing to appear around the T8th or T9th failures.  From the model this is qualified 

further by the projected mean values of fC.TS) = 3.8 and f(T9) = 1.8, which are 

relatively small. 

^.2 Analysis of the Second Set of Data 

The second set of data consists of 67 software failures, resulting in SG 

observations for a time series of times between failures.  A plot of this series 

is shown by the faint lines of Figure 5.2.  The spectrogram of these data is 

given in Figure 3-'^'     An inspection of the spectrogram indicates that these 

data may have multiple periods of sizes 2 and 3.  The frequencies corresponding 

to a period of 2 and its harmonics are indicated by the squares  and the diamonds 

in Figure 5.^^.  If these frequencies are used in a Fourier series model for the 

trend f(i) , then our model for describing the times between s<3ftware failures^ 

turns out to be 

f(i) = 3.7121 + 0.1627 cos(2iT gg i) - l-6'+37 sinC2TT ^ i.l- 

6 6 
- 1.2711 COSC2TT g^ i).  + O.32I+O  sinC2Tr ^ i^ 

+  0.3265  COS(2TT ||- i)   +  0.9928  sinC2TT ||- i) 

+ 1.0276 COS(2TT H" i)   - 0.8693 sin(27r ||- i) 
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- 1.0121 cos(2Tr ~ ±)  + 0.0315 sin(2TT H i) 
66 66 

+ 0.9574  cos(2Tr — i)  + 0.9190 sin(2TT 77- i) 
DO 66 

- 0.3434  COS(2TT 77- i)   - 1.4211 sin(2TT 77- i) 
66 66 

- 1.2577   COS(2TT 77 i)   -  0.7710  sin(2TT 77- i) 
DD 66 

- 0.7788(-l)'- ,     i = 1,2,...,66 . 

A plot of f(i) versus i , i = 1,2,.,.,66 , is shown by the dark lines of 

Figure 5.2.  This plot indicates that the above model provides an adequate 

description of the failure data.  There are, however, three instances in which 

the fitted model yields negative times between failures.  This possibility is 

the nature of a Fourier series model and has to be judged in the light of the 

otherwise good description of the data that such a model provides.  Negative 

values given by the model are generally indicative of clustering and the cor- 

responding short times between failures.  A future time between failure which is 

predicted by the model to be negative could, therefore, be interpreted as one 

which is expected to be positive but relatively short.  From a practical point 

of view, a likely range on the actual magnitude of this time between failure 

may be indicated from previous times between failures within clusters. 

Our conclusions at the end of Section 5.3 apply here also. 

5.3 Analysis of the Third Set of Data 

The third set of data consists of 57 software failures, resulting in 

56 observations for our time series.  A plot of the time series is shown by 

the faint lines of Figure 5.5, and its spectrogram in Figure 5.6.  An inspec- 

tion of the spectrogram suggests a period of 2 and its harmonics.  The fre- 

quencies corresponding to a period 2 are flagged by the diamonds  in Figure 

5.6.  A Fourier series model corresponding to these frequencies is given by: 
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f (i)     =     3.0446 - 0.3344  cosC2Tr J^ i-'} + 2.0282  sinC2Tr jr i} 

+ 1.1113 cosC2Tr ^ 0 + 0.9867 sinC2Tr ^ i}    . 

+ 1.3400 cosC27r ^ 0 + 0.5421 sinC2TT -^ ±) 

+ 0.0966 COSC2TT J^ ±} + 3.7896  sinC2TT -^ i] 

- 0.9992  cosC2Tr ^ 0 - 0.9037  sinC27T j| i} 

.    - 1.7157 cosC2Tr || 0 " 0.0807 sinC2Tr |i i} 

+ 0.4478 COSC2TT || 0 - 1.4830 sinC2TT ||- i] 

+ 1.1162  cosC27T If 0 - 0.9358 sinC2TT || i) 

+ 0.5518(-1)^   , i =  1,2,...,56   . 

A plot  of     f(i)     versus     i   ,   for     i =  1,2,...,56   ,   is  shown by  the dark 

lines  of  Figure  5.6.     The plot  suggests   that  the  above model provides an 

adequate  description of much of  the data.     The model  fails  to  capture 

the  latter part  of  the data,   and   this may be due  to  the  excessive clus- 

tering  towards  the end.     Such behavior  of   the data may be responsible 

for  destroying  the systematic  clustering with period  2 which  the model 

attempts   to  incorporate.     In  light  of  such behavior,   using  this model 

for  predictive purposes  is not  recommended,   unless  of  course  there  is 

reason  to  believe  that  the excessive  clustering  at   the  end  is   temporary, 

and  can be  eliminated. 
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6. CONCLUSIONS 

Our analysis of the three sets of data has shown that there 

exists a cyclical trend In the time between software failures.  In all 

three series, the data have been successfully described by the estimated 

cyclical trend.  This result is an indication of the existence of sys- 

tematic clustering in software failures, and thus our claim that the 

assumption of independence and identical exponential distribution for 

the times between failures may not always hold. 

A model for describing software failures which attempts to in- 

corporate the effects observed in the data presented here is needed, 

and the authors are currently working on this development. 

Next page is blank. 
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APPENDIX 

Table A.l-  Times of Software Errors 

n = 77, Total Test Time T = 343.65 

.5Q 28.18 44.82 87.03 168.95 235.35 

■ ■.-:-. 1. i .r; = 

281.75 

2.53 30.05 45.87 95.27 192.75 245.15 284.55 

7.50 30.67 53.33 103.93 194.05 246.75 284.95 

12.63 31.70 61.15 121.75 198.05 251.15 287.05 

16.25 32.45 62.88 122.75 204.85 253.95 288.15 

16.92 38.00 64.40 129.15 206.35 256.65 288.85 

17.40 40.23 78.17 148.95 220.65 260.35 292.95 

17.63 40.77 79.93 152.75 223.25 260.55 311.05 

17.67 42.73 83.22 153.75 223.45 273.05 319.55 

20.80 42.90 84.97 160.65 229.75 275.15 330.75 

28.13 44.78 87.03 165.85 232.45 275.85 334.55 
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Table A.2.  Times of Software Errors 

n = 67, Total Test Time T = 331.0 

4.4 33.2 80.8 194.1 239.6 268.4 

4.6 35.4 83.7 197.9 239.7 269.3 

5.4 36.8 88.0 209.8 240.1 274.8 

15.2 38.5 118.0 210.2 244.4 274.9 

21.2 43.5 164.0 213.1 244.5 292.1 

26.7 47.9 164.9 216.1 246.9 293.9 

28.4 57.9 174.6 216.7 253.9 298.7 

29.9 59.7 180.4 222.4 254.5 299.8 

31.1 64.0 187.6 229.4 257.3 308.1 

31.4 66.9 191.6 229.8 259.5 308.8 

32.5 73.5 193.9 239.1 259.7 310.2 

311.6 
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Table A.3.  Times of Software Errors 

n = 57, Total Test Time T = 202.0 

25.7 72.8 107.9 144.9 175.5 189.0 192.9 

29.2 79.7 109.0 145.9 177.9 189.1 193.9 

49.0 80.4 109.5 149.7 178.5 189.6 194.0 

51.9 90.0 112.0 153.1 179.1 190.4 194.4 

61.2 105.0 118.9 160.4 185.3 191.0 194.5 

63.0 105.0 119.3 162.4 188.4 191.2 194.6 

64.9 105.4 134.9 163.6 188.7 192.7 195.6 

70.7 105.9 143.0 174.8 188.8 192.7 195.9 

196.2 
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